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Abstract
Large Language Models (LLMs) are reshaping the landscape of
recommender systems, giving rise to the emerging field of LLM4Rec
that attracts both academia and industry. Unlike earlier approaches
that simply borrowed model architectures or learning paradigms
from language models, recent advances have led to a dedicated and
evolving technical stack for LLM4Rec, spanning architecture design,
pre-training and post-training strategies, inference techniques, and
real-world deployment. This tutorial offers a systematic and in-
depth overview of LLM4Rec through the lens of this technical stack.
We will examine how LLMs are being adapted to recommendation
tasks across different stages, empowering them with capabilities
such reasoning, planning, and in-context learning. Moreover, we
will highlight practical challenges including complex user modeling,
trustworthiness, and evaluation. Distilling insights from recent
research and identifying open problems, this tutorial aims to equip
participants with a comprehensive understanding of LLM4Rec and
inspire continued innovation in this rapidly evolving field.
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1 Format, Intended Audience, and Previous
Tutorial

• Format. This is a half-day (3 hours plus breaks) lecture-style
tutorial, which is conducted on-site. There will be at least five pre-
senters planning to physically attend the conference. The remaining
individuals will be responsible for collecting and organizing the
relevant materials
• Intended audience. This tutorial is intended for researchers
and professionals from both academia and industry in the fields
of information retrieval, recommender systems, natural language
processing who are interested in understanding and utilizing LLMs
for recommendation. Attendees are expected to have a basic un-
derstanding of recommender systems and machine learning. The
tutorial will be accessible to those new to LLM4Rec, while also offer-
ing in-depth insights for experienced researchers aiming to explore
the latest developments and future directions in this emerging area.
• Previous edition. We offer this tutorial at SIGIR-AP’23 [4],
WWW’24 [50], and SIGIR’24 [6]. Nonetheless, previous tutori-
als primarily focusing early explorations of LLM4Rec through the
lens of how general LLM abilities can be utilized for recommen-
dation. In contrast, this tutorial is grounded in the latest wave of
LLM4Rec research. We systematically collect and analyze recent
work, identifying a structured technical stack uniquely tailored for
LLM4Rec—spanning architecture, pre-training, post-training, infer-
ence, and deployment. Building on this stack, we not only organize
prior efforts in a unified framework but also introduce the most
recent advances, such as long Chain-of-Thought (CoT) preference
reasoning and complex user behavior modeling. Through this tuto-
rial, we aim to benefit researchers and industry professionals with a
structured overview of current progress and future directions from
a systematic technical perspective.

2 Presenters
Xinyu Lin1 is a Ph.D. candidate at the University of Singapore, un-
der the supervision of Prof. Tat-seng Chua. Her research interests

1https://scholar.google.com/citations?user=0O_bs3UAAAAJ&hl=en.
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lie in LLM-based recommendation, and her work has been pub-
lished in top conferences and journals such as SIGIR and TOIS. She
presents tutorials on the LLM-based recommendation at SIGIR’24.
Moreover, she has served as reviewer and PC member for the top
conferences such as SIGIR and WWW.

Keqin Bao2 is a Ph.D. student at University of Science and
Technology of China (USTC), supervised by Prof. Fuli Feng and
Prof. Xiangnan He. His research interest lies in the recommender
system and LLMs. He has several publications in top conferences
such as RecSys, EMNLP and WWW. He presents tutorials on the
LLM-based recommendations in SIGIR-AP 23 and WWW 2024. He
has served as the PC member and reviewer for the top conferences
and journals including TOIS, RecSys and CIKM.

Jizhi Zhang3 is a Ph.D. student at University of Science and
Technology of China (USTC), supervised by Prof. Fuli Feng and Prof.
Xiangnan He. His research interest lies in the recommender system
and LLMs. He has several publications in top conferences such as
SIGIR, WWW, RecSys, EMNLP, and ACL. He presents tutorials on
the LLM-based recommendations in SIGIR 24 and WWW 2024.

Yang Zhang4 is a research fellow at the National University of
Singapore. He received his Ph.D. from the University of Science and
Technology of China. His research focuses on LLM/agent person-
alization & recommendation. His first-author publications appear
in top conferences/journals such as SIGIR and ACL, and he has
received the Best Paper Honorable Mention at SIGIR 2021. He also
serves as the reviewer for conferences/journals such as WWW,
SIGIR, KDD, and TKDE.

Wenjie Wang5 is a professor at the University of Science and
Technology of China. He received Ph.D. in Computer Science from
National University of Singapore in 2023. His research interests
cover causal recommendation, data mining, and multimedia. He has
published over 30 recommendation papers in top conferences and
journals such as SIGIR, KDD, WWW, TOIS, and TIP. Moreover, he
has served as the PC member and reviewer for the top conferences
and journals including TPAMI, TOIS, SIGIR, WWW, and KDD. He
has rich tutorial experience and presented tutorials in WWW 2022,
SIGIR 2023, SIGIR-AP 2023, and WWW 2024.

Fuli Feng6 is a professor at the University of Science and Tech-
nology of China. His research interests include information re-
trieval, data mining, causal inference, and multi-media processing.
He has over 60 publications appeared in several top conferences
such as SIGIR, WWW, and SIGKDD, and journals including TKDE
and TOIS. He has received the Best Paper Honourable Mention of
SIGIR 2021 and Best Poster Award of WWW 2018. Moreover, he
has served as the reviewer for several top conferences and journals,
including SIGIR,WWW, SIGKDD, NeurIPS, ICML, ICLR, ACL, TOIS,
TKDE, TNNLS, TPAMI. He has rich teaching experience and has
organized tutorials at SIGIR’23, WWW’21&22&23, and RecSys’21.

2https://data-science.ustc.edu.cn/_upload/tpl/14/26/5158/template5158/author/
keqin-bao.htmll.
3https://data-science.ustc.edu.cn/_upload/tpl/14/26/5158/template5158/author/jizhi-
zhang.html.
4https://scholar.google.com/citations?user=M9NcazMAAAAJ.
5https://scholar.google.com/citations?user=Ma5DtmoAAAAJ&hl=en.
6https://scholar.google.com.sg/citations?user=QePM4u8AAAAJ&hl=en.

3 Topic and relevance
3.1 Motivation
Recommender systems are a cornerstone of modern digital services,
enabling personalized user experiences regarding products, ser-
vices, and content [1]. Over the years, language models (LMs) have
played a sustained and significant role in advancing recommender
algorithms with model architecture and learning paradigms, laying
the groundwork in steering LLMs for recommendation.

Regarding model architecture, sequential recommendation has
drawn inspiration from the Transformer architecture, giving rise
to innovative approaches like BERT4Rec [34] and SASRec [22].
Regarding learning paradigms, recommender models have also
embraced the paradigm of pre-training and fine-tuning [25, 31].
Notably, earlier models such as P5 [17] and M6-Rec [12] have ex-
plored the potential of a unified LM to seamlessly handle various
recommendation tasks. However, it is worth noting that these ear-
lier studies depend on medium-size LMs with limited generalization
capabilities, often necessitating extensive training data [17, 19].

Recently, the advent of powerful LLMs has significantly advanced
the field of recommender systems, giving rise to a new technical
stack tailored for leveraging LLMs in recommendation (LLM4Rec).
Based on the technical stack, current research in LLM4Rec has
focused on bridging this gap across multiple stages, including:

• Model architecture. Various item tokenizers are proposed to bridge
recommendation space to the language space with semantics,
diversity, and collaborative information [27, 39]. Besides, novel
LLM architectures are specifically designed for recommenda-
tion [30, 45].

• Pre-training. LLM4Rec adopts a pre-training and post-training
paradigm [11], where LLMs are trained on vast world knowledge
and item corpus via Supervised Fine-Tuning (SFT) to understand
item content in recommendation scenarios, potentially facili-
tating better understanding of complex user preference in the
subsequent learning stage.

• Post-training. On top of pre-trained LLMs, the user behavior
data is utilized to fine-tune LLMs to understand user heteroge-
neous behavior and preference alignment via different training
strategies such as SFT [24] and Direct Preference Optimization
(DPO) [2].

• Inference. For recommendation, different strategies are proposed
to achieve additional objectives beyond accuracy, including in-
context learning to incentivize the generalization ability [33].
Besides, various decoding strategies are proposed to accelerate
the LLM inference speed [29] and alleviate the recommendation
bias issue [7, 16].

• Deployment. Issues such as low deployment efficiency, trustwor-
thiness and agent-based LLM4Rec systems have attracted increas-
ing attention [8, 9, 36, 37, 47]. Existing progress has been made in
boosting the deployment efficiency from different perspectives
such as data [26] and model [43]. Besides, a series of work identi-
fies unfairness and popularity bias issues in LLM4Rec [20, 41, 49].

Given these developments, this tutorial aims to provide a timely
and comprehensive overview of LLM4Rec through the lens of this
emerging technical stack. In addition to the progress of LLM4Rec,
this tutorial will demonstrate and analyze its critical challenges such

https://data-science.ustc.edu.cn/_upload/tpl/14/26/5158/template5158/author/keqin-bao.htmll
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as complex user modeling and retraining efficiency. Last but not
least, this tutorial will summarize key insights and outline several
promising future research directions, including foundational open-
domain models, personalized content generation [38], and test-time
scaling. We hope this tutorial will enhance understanding and spark
further exploration in this rapidly evolving field.

Necessity and timely of this tutorial. LLM4Rec has quickly
become a vibrant and rapidly evolving research area. In recent
years, a surge of studies has built up a dedicated technical stack to
address unique challenges of LLM4Rec [3, 5, 20, 49, 51, 53]. Besides,
some relevant workshops are hosted at CIKM’237 and WWW’248.
Furthermore, researchers also actively organize special issues on
TOIS9 and TORS10. Given the potential and rapid development of
LLM4Rec, it is a suitable time to conduct this tutorial, benefiting
researchers and industrial developers to learn the progress and
future directions of LLM4Rec.

3.2 Objective
The aim of this tutorial is to offer a comprehensive grasp of LLM
development for recommendation, encompassing the motivation,
significance, current advancements, hurdles, and future directions.
Aligned with the LLM4Rec technical stack—spanning architecture,
learning paradigms, and deployments—it equips participants with
practical insights to apply LLMs in recommendation and related
domains such as personalized advertising.

3.3 Relevance
This tutorial is acutely relevant to the core themes of SIGIR, with
a specific focus on user modeling and recommendation, poised to
inspire advancements in other associated web applications. Previ-
ous version of this tutorial has been discussed in Section 1. We will
also examine the broader, unique challenges that arise in the sphere
of LLM4Rec. Additionally, three workshops covering analogous
themes are scheduled for CIKM 202311, and another two for WWW
202412 and WWW 202513, indicating a surge of interest in this
domain. The RecSys tutorial and CIKM/WWW workshops have all
attracted considerable attention. Given SIGIR’s strong alignment
with RecSys, CIKM, and WWW, we expect this tutorial will attract
substantial interest from the SIGIR community.

3.4 Outline
We present an outline of the topics to be covered with timing:
• Introduction. (15 Min, Fuli Feng)
– Organization of the tutorial.
– Background of recommender systems.
– Architecture and learning paradigm of LMs.
– LMs for recommendation [12, 17, 25, 34].

• Progresses of LLM4Rec (60 Min, Keqin Bao, Jizhi Zhang, Xinyu
Lin)
– Development of LLMs [56].

7https://uobevents.eventsair.com/cikm2023/workshops.
8https://www2024.thewebconf.org/program/workshops/
9https://dl.acm.org/journal/tois/calls-for-papers.
10https://dl.acm.org/journal/tors/calls-for-papers.
11https://uobevents.eventsair.com/cikm2023/workshops
12https://www2024.thewebconf.org/program/workshops/
13https://www2025.thewebconf.org/full-schedule

– Overview of LLM4Rec Technical Stack.
– Model Architecture.

∗ Tokenizer for recommendation [27, 46].
∗ RecLLM architecture [30, 45].

– Pre-training of LLMs for knowledge understanding.
– Post-training of LLM4Rec.

∗ User behavior understanding via SFT, DPO, etc [3, 15].
∗ User preference reasoning via SFT, RL, etc [14, 35].

– Inference of LLM4Rec
∗ In-context learning for recommendation [13, 21].
∗ Decoding strategies for recommendation [7, 16].

– Deployment of LLM4Rec
∗ Trustworthiness of LLM4Rec [20, 36, 55].
∗ Agent-related LLM4Rec [47, 48, 51].
∗ Efficiency of LLM4Rec deployment [26, 29].

• Q&A. (5 Min)
• Break. (10 Min)
• Open Problems and Challenges of LLM4Rec. (60Min, Yang Zhang,
Wenjie Wang)
– Heterogenous user behavior understanding

∗ Tokenization for open-domain user behavior.
∗ User understanding with CF knowledge [53, 54].

– Lifelong user behavior understanding
∗ RecLLM with lifelong memory.
∗ Incremental learning of LLM4Rec.

– Evaluation
∗ Lack of new data for evaluation.
∗ Lack of more comprehensive features for items and users.
∗ Insufficient data diversity.

• Conclusion and future directions. (25 Min, Fuli Feng)
– Conclusion.
– Foundational open-domain recommender models.
– Open-ended personalized content generation [44].
– Test-time scaling law of LLM4Rec.
– Recommender system for LLM-based agent platform [51].

• Q&A. (5 Min)

3.5 Qualification of presenters
We have been working on recommender systems for a long time
with a series of publications [18, 52] that emerged in top-tier con-
ferences and journals. Recently, we have also released several well-
known papers about LLM4Rec [3, 5, 20, 28, 49], some of which are
published at RecSys’23 [5, 49], SIGIR’24 [26, 33], andWWW’24 [20].
Besides, we organized a relevant workshop titled “Recommendation
with Generative Models” at CIKM’214/WWW’2415 and a special is-
sue on TOIS16. Moreover, our team has rich tutorial experience and
has conducted more than 10 tutorials at various conferences includ-
ing SIGIR, WWW, WSDM, CIKM, and RecSys [10, 23, 32, 40, 42].
We thus believe this tutorial would be attractive and insightful.

4 Tutorial Details
• Tutorial materials. The slides will be released on the tutorial
website. Organizers can obtain copyright permission.

14https://rgm-cikm23.github.io/.
15https://generative-rec.github.io/workshop/
16https://dl.acm.org/journal/tois/calls-for-papers.
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• Organization details. Additionally, we can prepare pre-recorded
lectures if deemed necessary. Moreover, we are open to live-
streaming the tutorial via popular video-streaming platforms.
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