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Outline
• Part 1 (13:00-14:45)

• Introduction (Yang Zhang)
• LM and LM4Rec (Yang Zhang)
• The progress of LLM4Rec (Keqin Bao, Jizhi Zhang)
• Q&A (5 min)

• Break (15 min)
• Part 2 (15:00-16:30)

• Open Problems and Challenges in LLM4Rec (Keqin Bao, Wenjie 
Wang)

• Conclusion (Fuli Feng)
• Q&A (5 min)
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Background of RecSys
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q Information explosion era
• E-commerce: 12 million items in Amazon.
• Social networks: 2.8 billion users in Facebook.
• Content sharing platforms: 720,000 hours 

videos uploaded to Youtube per day； 35 
million videos posted on TikTok daily

q Recommender system

Information seeking
via user history 

feedback

Recommendation

Images from: Deep neural networks for youtube recommendations



Background of RecSys

4

Recommendations

Interactions

User feedback

Recommender

Training

Inference

System side

User side

Item
database

User

q Workflow of Recommender System 

(1) Train recommender on collected interaction data to capture user preferences.
(2) Recommender generates recommendations based on estimated preferences.
(3) User engage with the recommended times, forming new data, affected by open world.
(4) train recommender with new data again, either refining user interests or capturing new ones.

Open 
world



Background of RecSys
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q Core idea of personalized recommendation
• Collaborative filtering (CF): 

Making automatic predictions (filtering) about the interests of a user by 
collecting preferences from many users (collaborating).

Images from: Neural Collaborative Filtering, 

https://en.wikipedia.org/wiki/Prediction
https://en.wikipedia.org/wiki/End_user
https://en.wikipedia.org/wiki/Crowdsourcing


Background of RecSys
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q Core idea of personalized recommendation
• Collaborative filtering (CF): 

Making automatic predictions (filtering) about the interests of a user by 
collecting preferences from many users (collaborating).

Memory-based CF
• User CF
• Item CF

Model-based CF
• MF 
• FISM 
• …

Neural CF，
e.g., NCF

GCN-based CF
e.g.LightGCN

Images from: Neural Collaborative Filtering, 
LightGCN: Simplifying and Powering Graph Convolution Network for Recommendation

https://en.wikipedia.org/wiki/Prediction
https://en.wikipedia.org/wiki/End_user
https://en.wikipedia.org/wiki/Crowdsourcing


Background of RecSys
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q Core idea of personalized recommendation
• Collaborative filtering (CF): collaborative information
• Content/context-aware models (CTR models): side information+context information

• Click-Through Rate (CTR) prediction

Images from: Deep Interest Network for Click-Through Rate Prediction

Factorization machines: FM, NFM, DeepFM Neural network: DIN, AutoInt



The development of LMs
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Large Language Model：billions of parameters, emergent capabilities

Qwen (通义千问)

⽂⼼⼀⾔

星⽕......NLP 2.0: Statistical NLP

NLP 1.0: Dictionary/Vocabulary + Rules

Before 
1990 

1990

2010

2018

NLP 4.0: Pretrained Language Models

NLP 3.0: Deep Learning for NLP

2022

LLMs: ChatGPT

BERT、T5、
RoBERTa …

GPT4、Palm 2、
LLaMA、GLM、

• Rich knowledge & Language Capabilities

• Instruction following

• In-context learning

• Chain-of-thought

• Planning 

• …



The development of LMs

9

§ LLMs such as ChatGPT and GPT4 have influenced many fields in CS and IT industry
• They have eliminated a wide range of research in basic NLP and conversational system, etc.

ChatGPT New Bing

Recommender System + LLMs?
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Development of LMs
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q Transformer

Ashish Vaswani et al. " Attention is All You Need“. NIPS 2017.

Encoder

Decoder



Devlopment of LMs
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q Bert: pre-training of deep bidirectional transformers
q Mask Language Modeling，bi-direction
q Encoder （advantage)  --> understanding
q classfication



Development of LMs
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q GPT2: generative pre-trained transformer
qCausal language modeling
q Decoder （advantage)  --> Generation
q unsupervised multi-task learner

Alec Radford et al. Language Models are Unsupervised Multitask Learners. 2018.



Benefit of LMs
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q How can recommender systems benefit from LMs

• Learning paradigm:
Pretrain-finetune, 
Prompt learning

• Model architecture: 
Transformer、Self-
attention

• Representation: 
Textual feature, 
item representation,
knowledge representation

• Task formulation
Use language to formulate the 
recommendation task 



Overview of LM4rec
• LMs for recommendation

q Utilizing LMs' model structure for recommendation.

q ID-based: BERT4Rec, SASRec ...

q Text-based: Recformer ... 

q LM as item encoder. UniSRec, VQRec, MoRec ...

q Recommendation as natural language processing. 

q ID-based: P5, VIP5 ...

q Text-based: M6-Rec, Prompt4NR ...

15
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Utilizing LM Model Structure
q Bert4Rec: ID-based

Sun, Fei, et al. "BERT4Rec: Sequential recommendation with bidirectional encoder representations from transformer." CIKM. 2019.

Item ID embedding

Position embedding

Self-attention

Next-item prediction

Natural Language: 
• Token sequence
• Inter-token correlations

RecSys:
• ID sequence 
• Inter-item correlations

BERT

Training recommender by masked item prediction as BERT.   
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q Text is all you need (NO item ID)
• Only use texts to represent items.
• Low resource, better cold-start recommendation.

Li Jiacheng et al. "Text Is All You Need: Learning Language Representations for Sequential Recommendation“ KDD 2023.

q Recformer: text-based
Utilizing LM Model Structure
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q Text is all you need (NO item ID)

Li Jiacheng et al. "Text Is All You Need: Learning Language Representations for Sequential Recommendation“ KDD 2023.

Utilizing LM Model Structure
q Recformer: text-based

Longformer
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LM as Text Encoder

q Enhance the recommendatoin model by using LMs to 

encode the natural language representation of items. 

Yupeng Hou, et al. "Towards Universal Sequence Representaion Learning for Recommendation Systems." SIGKDD. 2022.

q UniSRec



20

Recommendation as NLP  

Geng Shijie et al. "Recommendation as Language Processing (RLP): A Unified Pretrain, Personalized Prompt & Predict Paradigm (P5)“ RecSys 2022.

q Multi-task prompts
Ø Sequential recommendation

Ø Rating prediction

Ø Explain generation

Ø Review summarization

Ø Direct recommendation

q P5: use natural language to describe different rec. tasks. 
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Recommendation as NLP  
q P5 Architecture:
Ø Autoregressive decoding

Ø Users and items are represented with ID information

Geng Shijie et al. "Recommendation as Language Processing (RLP): A Unified Pretrain, Personalized Prompt & Predict Paradigm 
(P5)“ RecSys 2022.
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q M6-Rec: represent users/item with plain texts and converting the 
tasks to either language understanding or generation
• Understanding（scoring） task：CTR， CVR prediction
• Generation task：personalized product design，explanation generation…

Cui Zeyu et al. "M6-Rec: Generative Pretrained Language Models are Open-Ended 
Recommender Systems“ arXiv 2022.

M6 (~300M parameters)

User description

Item description

Recommendation as NLP
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Development of LLMs

24A survey of Large Language Model. Wayne Xin Zhao



Devlopment of LLMs
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Jared Kaplan et al. Scaling Laws for Neural Language Models arxiv

q Scaling Laws
q The greater the amount of the data and the model parameters, the better the 

performance of the model

q Performance can be predicted



Devlopment of LLMs
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Jared Kaplan et al. Scaling Laws for Neural Language Models arxiv

q Scaling Laws
q The greater the amount of the data and the model parameters, the better the 

performance of the model

q Performance can be predicted



Devlopment of LLMs

27
Jared Kaplan et al. Scaling Laws for Neural Language Models arxiv

q Scaling Laws



Devlopment of LLMs

28Images from Training language models to follow instructions with human feedback

q Align with human



Augmented capabilities of LLMs
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q Emergent abilities of LLM

q Sufficient world knowledge

q Chatting

q Incontext Learning & Instruction Following

q Reasoning & Planning

q Tool using

q LLM as an Agent

q ...



Augmented capabilities of LLMs
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q In-context Learning & Instruction following
q Following their instruction to overide the semantic prior

Jerrt Wei et al. Language Models Do In-context Learning Differently



Augmented capabilities of LLMs
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q In-context Learning & Instruction following
q Following their instruction to overide the semantic prior

q The large the model, the smaller the gap

Jerrt Wei et al. Language Models Do In-context Learning Differently



Augmented capabilities of LLMs
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q Instruction following
q Following their instruction to overide the semantic prior

q The large the model, the smaller the gap

Jerrt Wei et al. Language Models Do In-context Learning Differently



Augmented capabilities of LLMs
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q Reasoning & Planning
q LLM can decompose the problem into simple sub-problems to improve their ability

Jason Wei et al, Chain-of-Thought Prompting Elicits Reasoning in Large Language Models



Augmented capabilities of LLMs
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q Reasoning & Planning
q LLM can break down the targe task according to the environment and develop a 

plan

Yao et al， REAC T: SYNERGIZING REASONING AND ACTING IN LANGUAGE MODELS



Augmented capabilities of LLMs
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q LLM as an Agent

Images from https://lilianweng.github.io/posts/2023-06-23-agent/



LLMs for Recommendation
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• Learning paradigm: Pretrain-finetune, Instruction-tuning, RLHF

• Model architecture: Transformer、Self-attention,

• Representation: 
Textual feature, 
item representation,
knowledge representation

• Generalization:
cross-domain, knowledge
compositional-
generalization 

• Interaction:
Acquire user information 
needs via dialog (chat)

• Generation:
Personalized content 
generation, 
explanation generation

q How recommender systems benefit from LLMs



LLMs for Recommendation
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q Key Challenge

q Mismatch between pretraining Objective and Recommendation

q Tend to rely on semantics, and another important aspect of 

recommendation tasks is collaborative information.
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[1] Dai et al. Uncovering ChatGPT's Capabilities in Recommender Systems, RecSys, 2023.
[2] Hou et al. Large language models are zero-shot rankers for recommender systems. 2023.
[3] Xi et al. Towards Open-World Recommendation with Knowledge Augmentation from Large Language Models. 2023.
[4] Liu et al. Is ChatGPT a Good Recommender? A Preliminary Study. 2023
[5] Wang et al. Zero-Shot Next-Item Recommendation using Large Pretrained Language Models. 2023
[6] Gao et al. Chat-REC: Towards Interactive and Explainable LLMs-Augmented Recommender System
[7] Wei et al. LLMRec: Large Language Models with Graph Augmentation for Recommendation … …

In-context learning

q In-context learning
• LLMs has rich world knowledge, wonderful abilities like reasoning, instruction 

following, in-context learning. 
• The LLMs itself could be leveraged for recommendation by in context learning.
• Existing works on in-context learning:

• Ask LLM for recommendation
• Directly ask LLMs for recommendation [1, 4]
• Rerank candidates generated by traditional recommendation [2, 5, 6]

• Serving as knowledge augmentation for traditional recommendation [3, 7]



41Dai et al. Uncovering ChatGPT's Capabilities in Recommender Systems, RecSys, 2023 

q In-context learning: directly ask LLMs for recommendation
• Prompt construction

In-context Learning

Three different ways of measuring 

ranking abilities:



42

q In-context learning: re-ranking given candidated items
q Task formulation:

• Using historical interaction to rank items retrieved by exsiting recsys.
• Input: language instructions created with historical interactions and candidate 

items
• Output: ranking of the candidate items 

Hou et al. Large Language Models are Zero-Shot Rankers for Recommender Systems 2023

Rerank
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KAR: ICL for Knowledge Augmentation 
q Traditional RecSys vs ICL-based RecSys 

Xi Yunjia et al. "Towards Open-World Recommendation with Knowledge Augmentation from Large Language Models“ arXiv 2023.

Traditional RecSys

Inference fast but being colsed 
system, generating recommendations 

relying on local dataset

Directly ask LLMs for recommendaiton

Could leverage open-world knowlege, but: 
1) not trained on specific recommendation task 
2) Inference slowly
3) hard to correctly answer compoitional questions 

Extract and inject LLM's world knowledge into traditional recommender system
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q In-context learning: knowlege enhancement

Xi Yunjia et al. "Towards Open-World Recommendation with Knowledge Augmentation from Large Language Models“ arXiv 2023.

Obtain knowledge beyond local rec dataset：

1）Generate reasoning knowledge on user 

preference (factors affect preference) 

2）Generate factual knowledge about items

Knowledge Adaptation Stage

encode the textual knowledge 

and maping it into 

recommendation space

Knowledge Utilization

Use the knowlege 

obtained from LLMs as 

additional features

KAR: ICL for Knowledge Augmentation 
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Overview
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[1] Bao et al. Recsys, TALLRec: An Effective and Efficient Tuning Framework to Align Large Language Model with Recommendation. 
2023
[2] Zhang et al. Recommendation as instruction following: a large language model empowered recommendaiton approach. 2023.
[3] Kang el al. Do LLMs Understand User Preferences? Evaluating LLms on User Rating Prediction. 2023.
[4] Yue et al. LlamaRec: Two-Stage Recommendation using Large Language Models for Ranking. 2023.
.....

Motivation：Lack of recommendation task tuning in LLM pre-training

We further tune LLM with the recommendation data to align with the recommendation 

task Existing work：
Direct Fine-tuning Generative manner

Following traditional rec task,

providing candidates:

pointwise, pairwise, listwise

Following the pretraining task:

not limit the recommended item 

space

PEFT tuning

TALLRec [1]

LLamaRec [4]

GLRec[7] ......

Full tuning

InstructRec[2]

LLMunderPre[3]

......

BigRec[5]

TransRec[6]

GIRL[8]

......

[5] Bao et al. A Bi-step Grounding Paradigm for Large Language Models in Recommender system. 2023.
[6] Lin et al. A Multi-facet Paradigm to Bridge Large Language Model and Recommendation. 2023.
[7] Wu et al. Exploring Large Language Model for Graph Data Understanding in online Job Recommendation. 2023
[8] Zheng et al. Generative job recommendations with large language mode. 2023.



TALLRec

4848

q In-context learning is not enough.
q In complex scenarios, ChatGPT usually gives positive ratings or refuse to answer. 

Keqin Bao et al. Recsys, TALLRec: An Effective and Efficient Tuning Framework to Align Large Language Model with Recommendation. 2023

Low AUC !

Need to align LLM with recommendation task!
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q Instruction tuning samples

Instruction tuning

Keqin Bao et al. Recsys, TALLRec: An Effective and Efficient Tuning Framework to Align Large Language Model with Recommendation. 2023



TALLRec
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q Instruction-tuning

Keqin Bao et al. Recsys, TALLRec: An Effective and Efficient Tuning Framework to Align Large Language Model with Recommendation. 2023

Traditional methods

Performance significantly improves by fine-tuning 

few-shot samples. 
Quickly adapt 
to new tasks

LLMs

4M param.

7B LLAMA

Fine-tune 4M parameters 

by few-shot samples via 

generative loss

• Use item titles as the input

• Better for cold-start recommendation



TALLRec
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q Cross-domain generalization
q Learning from movie scenario can directly recommend on books, and vice versa

q LLM can leverage domain knowledge to accomplish recommendation tasks after 

acquiring the ability to recommend.

Keqin Bao et al. Recsys, TALLRec: An Effective and Efficient Tuning Framework to Align Large Language Model with Recommendation. 2023



InstructRec
• User could express their need diversely, being vague or specific, being implicit or explicit

• LLM should could understand and follow different instructions for recommendaiton

Recommendation  instruction 

definition and collection

Instruction tuning:

tuning LLMs with the 

instruction data
52Zhang et al. Recommendation as instruction following: a large language model empowered recommendation approach. 2023



InstructRec
Instruction construction:

Preference: none/Implicit/Explicit Intention: none/vague/specific task: pointwise/pairwise/listwise• Format:

• Generation: #1 using ChatGPT to generate user preferences and intentions based on interactions/review

interaction

explicit preference

review

vague intention

#2 Increasing the diversity: preference/intention predict with each other；CoT … … 53
Zhang et al. Recommendation as instruction following: a large language model empowered recommendation approach. 2023



InstructRec

Instruction tuning:  
• Supervised fine-tuning, tuning all model parameters (3B Flan-T5-XL)

Instruction construction:
• quality： human evaluation

54
Zhang et al. Recommendation as instruction following: a large language model empowered recommendation approach. 2023



BIGRec: Align with Grounding
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q Generation + Grounding
p Generation ability is the important feature of the LLM, and it 

almost can generate all conceivable language sequences. 

p However, LLMs don’t know which kind of sequences describe 

a item in the recommendation scenario.

p The item described by the LLM may not in the actual world.

Bao Keqin et al. " A Bi-Step Grounding Paradigm for Large Language Models in Recommendation Systems“ arXiv 2023.

Grounding Paradigm

Language Space

Recommendation Space

Actual Item Space

Step1: instruction 
tuning

Step2: L2 distance 
between representations



Align with Grounding
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q Generation + Grounding
q Few-shot training

Bao Keqin et al. " A Bi-Step Grounding Paradigm for Large Language Models in Recommendation Systems“ arXiv 2023.

- Baselines exhibit significantly worse performance than BIGRec.

- Improvement of BIGRec is significantly higher on Game compared to on Movie.

• possibly due to the varying properties of popularity bias between the two datasets.



Align with Grounding 

5757Bao Keqin et al. " A Bi-Step Grounding Paradigm for Large Language Models in Recommendation Systems“ arXiv 2023.

Quickly Adapt to 
Recommendation

Not proficient in 
utilizing CF info.

q Generation + Grounding



Align with Grounding

58Bao Keqin et al. " A Bi-Step Grounding Paradigm for Large Language Models in Recommendation Systems“ arXiv 2023.

q Generation + Grounding
• In-depth analysis

• Injecting statistical information into BIGRec at step2

• By  incorporating popularity, BIGRec achieves
significant improvements w.r.t. NDCG@K and
HR@K, particularly for a larger K.

• Incorporating collaborative information into
BIGRec yields more significant enhancements
than conventional models.



Align with Grounding

59Lin Xinyu et al. " A Multi-facet Paradigm to Bridge Large Language Model and Recommendation “ arXiv 2023.

ID 15826

Title Wilson Indoor Basketballs
Attribute Sports

(Semantics)

(Distinctiveness)

• Item indexing: multi-facet identifier

• Instruction data reconstruction

• Generation grounding:
• position-free constrained generation
• aggregated grounding

FM-index: special prefix tree that supports search 
from any position of the identifier corpus.



Align with Grounding

6060Lin Xinyu et al. " A Multi-facet Paradigm to Bridge Large Language Model and Recommendation “ arXiv 2023.

q Strong generalization ability
• Few-shot training 

• warm- and cold-start testing

• User group analysis

• from dense users to sparse users

*  The bold results highlight the superior performance compared to the best LLM-
based recommender baseline.

• Remarkable generalization ability of LLMs with vase knowledge base, especially on cold-start 
recommendation under limited data.

• On user side, TransRec significantly improves the performance of sparse users with fewer 
interactions.



LLM as item encoder
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q LLM as item encoder
q Utilize the embedding generated by LLMs to do recommendation

Li et al. Exploring the Upper Limits of Text-Based Collaborative Filtering Using Large Language Models: Discoveries and Insights. arXiv 2023



LLM as item encoder
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q The larger parameters, the stronger the ability, the better the recommendation effect
H

R@
10

H
R@

10

Li et al. Exploring the Upper Limits of Text-Based Collaborative Filtering Using Large Language Models: Discoveries and Insights. arXiv 2023
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LLMs as Zero-Shot CRS

n Conversational Recommendation System 

(CRS):

Ø Users chat with chatbot with natural language

Ø Chatbot analyses user interest 

Ø Chatbot provide recommendaiton 

Images from: KECRS: Towards Knowledge-Enriched Conversational Recommendation System Conversational Recommendation System with Unsupervised Learning 64



LLMs as Zero-Shot CRS

Ø Input: task description 𝑇 , format requirement 𝐹 and conversation context S

Ø LLMs analys the input data

Ø LLMs generate the recommendation list 

n Framework

65He Z, Xie Z, Jha R, et al. Large language models as zero-shot conversational recommenders, CIKM 2023.



LLMs as Zero-Shot CRS

Basic CRS LLMs4CRS

ØLLMs outperform fine-tuned CRS models in 

all zero-shot setting

Ø GPT-based models achieve superior                       

performance than open-sourced LLMs.

Ø LLMs may generate out-of-dataset item 

titles, but few hallucinated recommendations.

q LLMs have strong performance in CRS!

66He Z, Xie Z, Jha R, et al. Large language models as zero-shot conversational recommenders, CIKM 2023.



LLMCRS

Yue Feng et al. " A Large Language Model Enhanced Conversational Recommender System" arXiv 2023.

q conservational recommendation as multiple sub-tasks combination 

Ø Multi-task management

Ø Sub-task resolution

Ø Generate respose to interact

Require:

67



LLMCRS
q Framework of LLMCRS 

Yue Feng et al. " A Large Language Model Enhanced Conversational Recommender System" arXiv 2023.

Ø Sub-task detection

Ø Model Matching

Ø Sub-task execution

Ø Response generation

q Pipeline

q Optimization

Ø Reinforcement Learning

68
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Overview

q LLM-empowered Generative Agents for Recommendation
q Agent as User Simulator

• Main ideas: using agents to simulate user behavior for real-world recommendation.

• RecAgent[1], Agent4Rec[2]

q Agent for Recommendation

• Main ideas: harnessing the robust capabilities of LLMs, including reasoning, reflection, 

and tool usage for recommendation.

• RecMind[3], InteRecAgent[4]

[1] Lei Wang et al. "When Large Language Model based Agent Meets User Behavior Analysis: A Novel User Simulation Paradigm" arXiv 2023.
[2] Zhang An et al. "On Generative Agents in Recommendation" arXiv 2023.
[3] Wang Yancheng et al. "RecMind: Large Language Model Powered Agent For Recommendation" arXiv 2023.
[4] Xu Huang et al. "Recommender AI Agent: Integrating Large Language Models for Interactive Recommendations" arxiv 2023. 70



Augmented capabilities of LLMs

71

q LLM as an Agent

Images from https://lilianweng.github.io/posts/2023-06-23-agent/



RecAgent

q LLM-based agent for user simulation
q Acquiring real-world user data is expensive and ethically complex.

q Traditional methods struggle to simulate complex user behaviors.

q LLMs show potential in simulating user behaviors.

Lei Wang et al. "When Large Language Model based Agent Meets User Behavior Analysis: A Novel User Simulation Paradigm" arXiv 2023. 72



RecAgent

q Recommendation Behaviors
Agent chooses to search or receive recommendations, selects 
movies, and stores feelings after watching.

q Chatting Behaviors
Two agents discuss and stored the conversation in their memories.

q Posting Behaviors  
An agent posts a message on social media, received by friends
and stored in their memories.

Lei Wang et al. "When Large Language Model based Agent Meets User Behavior Analysis: A Novel User Simulation Paradigm" arXiv 2023.

q Evaluation
- a positive items & b negative items
- precision p:

q Result
68% improvement over the best baseline and only 
an 8% lower compared to Real Human results. 

73



Agent4Rec

q Agent4Rec, a recommender system 
simulator with 1,000 LLM-empowered 
generative agents.

q These agents are initialized from the 
MovieLens-1M dataset, embodying 
varied social traits and preferences. 

q Each agent interacts with 
personalized movie 
recommendations in a page-by-page 
manner and undertakes various actions 
such as watching, rating, evaluating, 
exiting, and interviewing.Ø To what extent can LLM-empowered generative agents truly simulate the 

behavior of genuine, independent humans in recommender systems? 

Zhang An et al. "On Generative Agents in Recommendation" arXiv 2023. 74



Agent4Rec

Zhang An et al. "On Generative Agents in Recommendation" arXiv 2023.

q To what extent can LLM-empowered generative agents truly simulate the behavior of genuine, 
independent humans in recommender systems?

qUser Taste Alignment

qRating Distribution Alignment

75



InteRecAgent

Wang Yancheng et al. "Recommender AI Agent: Integrating Large Language Models for Interactive Recommendations" arXiv 2023.

q The LLM plays the role of the brain, parsing user intent and generating responses
q

q Minimum set of tools: Informatio Query, Item Retrieval, Item Ranking
q Candidate Memory Bus: All tools can access and modify the candidate memory

76



InteRecAgent

Wang Yancheng et al. "Recommender AI Agent: Integrating Large Language Models for Interactive Recommendations" arXiv 2023.

q InteRecAgent achieves better results than directly utilizing LLM to do recommendaiton.

77
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Efficiency

p Reasoning efficiency

p Recommended scenarios require low latency. 

p In some scenarios, there are tens of thousands of historical interaction sequences. 

p The number of user-item interactions is rich.

p The parameters of large models are tens of billions or even hundreds of billions, 

which places extremely high demands on GPU resources. 



Deployment
q Deployment of training and inference LLM is overhead

q Edge-cloud collaboration

q Quantization

q Localization with cpp (e.g. llama.cpp)

Images from Unleashing the Power of Edge-Cloud Generative AI in Mobile Networks: A Survey of AIGC Services

Still a huge overhead !

cost

Income

Traditional Rec Model

Large Language Model

based Rec Model

income = cost

80



Environment Well-being
q Environment friendly AI development

Images from ON THE OPPORTUNITIES OF GREEN COMPUTING: A SURVEY
81



Inference/Training Cost
q Flash-attention 2

q Increase SRAM ultilization and reduce HBM read times
q Reduce non-matrix multiplication, assign operation to different thread blocks 

FlashAttention-2: Faster Attention with Better Parallelism and Work Partitioning
82



Inference/Training Cost
q Batch continuing

q Different generation outputs in the same batch lead to a GPU waste 
q Token level scheduling ensure the utilization of GPU (exit after finishing)

Orca: a distributed serving system for transformer-based generative models
83



Inference/Training Cost
q Speculative Decoding

q Small language models generate prefix for quickly generation
q Large language models verify the text and decide whether to accept it 

Accelerating Large Language Model Decoding with Speculative Sampling
Fast Inference from Transformers via Speculative Decoding

84



Inference/Training Cost
q Speculative Decoding

q Small language models generate prefix for quickly generation
q Large language models verify the text and decide whether to accept it 
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Retraining
q Incremental Learning: Recommendation data is generated in a streaming manner, and the 

model undergoes periodic updates to adapt to the evolving interests of users.

q New Characteristics of LLM4Rec’s Updating:
• Novel Training Paradigm (Pre-trained parameters 

+ Lightweight fine-tuning)
• Enhanced Generalization Performance
• Increased Update Costs

Are traditional periodic updates still effective?
Shi et al. Preliminary Study on Incremental Learning for Large Language Model-based Recommender Systems: A Perspective of Periodic Updates. In arXiv 2023.
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Retraining

Shi et al. Preliminary Study on Incremental Learning for Large Language Model-based Recommender Systems: A Perspective of Periodic Updates. In arXiv 2023.

q Despite delayed updates, LLM4Rec maintains strong generalization.

q LLM4Rec struggle to capture short-term preferences in the latest data with traditional periodic 
updates, limiting performance improvement.

q Experimental validation.
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Retraining

Shi et al. Preliminary Study on Incremental Learning for Large Language Model-based Recommender Systems: A Perspective of Periodic Updates. In arXiv 2023.

q Long- and short-term Adaptation-aware Tuning
• Long-term LoRA fits all historical data to capture long-term preferences. (Stays 

static post-training or updates less frequently)

• Short-term LoRA retrains frequently with the latest data to focus on capturing 

short-term preferences. 

q Fusion:

• Ensemble

• LoRA adapter soup
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Knowledge Injection

q Not all current data can be present during training of LLM (e.g. who is the president).

p How to Incorporate data from a new 

source into the text space of LLMs ？

q In recommender systems, daily influx of new 

items poses a challenge for LLM4Rec, lacking 

inherent knowledge. 

Images from: The Life Cycle of Knowledge in Big Language Models: A Survey 90
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User-side Fairness

q Does ChatGPT give fair recommendations to users with different 
sensitive attributes?

Zhang J, Bao K, Zhang Y, et al. Is ChatGPT Fair for Recommendation? Evaluating Fairness in Large Language Model Recommendation. In RecSys 2023

p We judge the fairness by comparing the 

similarity between the recommendations 

of sensitive instructions and the neutral 

instructions.
p Under ideal equity, recommendations for 

sensitive instructions should be equally 
similar to recommendations for the 
neutral instructions. 
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User-side Fairness

Zhang J, Bao K, Zhang Y, et al. Is ChatGPT Fair for Recommendation? Evaluating Fairness in Large Language Model Recommendation. In RecSys 2023

q Dataset Construction.
q A dataset with 8 sensitive attributes (31 

sensitive values) in two recommendation 
scenarios: music and movies to measure 
the fairness of LLM4Rec.

Template:

Sensitive attributes and their 
specific values: 
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User-side Fairness

q Unfairness exists in LLM4Rec

Zhang J, Bao K, Zhang Y, et al. Is ChatGPT Fair for Recommendation? Evaluating Fairness in Large Language Model Recommendation. In RecSys 2023 94



User-side Fairness

Xu Chen et al. " Do LLMs Implicitly Exhibit User Discrimination in Recommendation? An Empirical Study “ arXiv 2023.

q Implicit user unfairness: discriminatory recommendations based on non-sensitive 
user features only. 

q Do LLMs Implicitly Exhibit User Discrimination in Recommendation?
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User-side Fairness

Xu Chen et al. " Do LLMs Implicitly Exhibit User Discrimination in Recommendation? An Empirical Study “ arXiv 2023.

q LLMs show implicit discrimination only according to user names

• Prompt: Recommend 10 news to the user named {{user name}}
• LLMs recommend different news categories according to different users whose names are popular 

in different continents. 
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User-side Fairness 

q RQ1: Why does implicit user unfairness exsit? 

• Probing: whether a simple MLP can predict the sensitive attribute from user names?
• Answer is yes! LLMs can infer sensitive attributes from user's non-sensitive attributes according 

to their wide world konwledge.
Xu Chen et al. " Do LLMs Implicitly Exhibit User Discrimination in Recommendation? An Empirical Study “ arXiv 2023.
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User-side Fairness 
q RQ2: How serious is implicit user unfairness?

• More serious than traditional recommender models!

Xu Chen et al. " Do LLMs Implicitly Exhibit User Discrimination in Recommendation? An Empirical Study “ arXiv 2023.

q RQ3: What are the long-term impacts? 

• Over time, LLMs recommend less diverse items. 
• In the long-term, LLMs will be more likely to lead users stuck in 

filter bubbles. 
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Item-side Fairness

q Item-side fairness
p LLM-based recommendation systems exhibit unique characteristics compared to 

conventional recommendation systems: better semantic modeling. 

p Previous findings regarding item-side fairness in conventional methods may not 

hold true for LLM-based recommendation systems. 

p To undertake a thorough investigation, we have implemented two distinct 

categorizations for partitioning the items to evaluate group-level fairness.

Popularity

Genre
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Item-side Fairness

q Item-side fairness (Popularity)
p The results indicate that BIGRec 

excessively recommended the most 

popular group, compared to the 

reference of historical interactions. 

p The observation is robust across the two 

datasets. 
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Item-side Fairness

q Item-side fairness (Genre)
p High-popularity groups would be over-

recommended(Pos GU), and low-popularity 

groups tend to be overlooked (Neg GU).
GU: group unfairness

Pos vs Neg: amplified vs. reduced recommendations

p During the recommendation process, the 

models leverage knowledge acquired from 

their pre-training phase, which potentially 

affects the fairness of their recommendations.

Delete centain
genre group in 
the training phase 
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Robustness & OOD 

q LLM4Rec is robust to typos.
q During evaluating unfairness, we find that typos in sensitive attribute values have negligible 

impact on the results. 

Zhang J, Bao K, Zhang Y, et al. Is ChatGPT Fair for Recommendation? Evaluating Fairness in Large Language Model Recommendation. In RecSys 2023 102



Robustness & OOD 

q Out-of-distribution (OOD) generalization
q Cross-domain generalization

q Learning from movie scenario can directly recommend on books, and vice versa, 

showing the LLM4Rec has strong OOD generalization ability.

q More OOD scenarios: cold-start item recommendations, user preference shifts…

Keqin Bao et al. Recsys, TALLRec: An Effective and Efficient Tuning Framework to Align Large Language Model with Recommendation. In RecSys 2023
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Privacy Unlearning

q Unlearning: remove historical data from models to protect privacy.
q Challenges for LLMRec Unlearning

• Exact unlearning is required to protect user privacy
• Reasonable inference time enables timely responses to user demands

q Existing works for LLM 
Unlearning
• Gradient update
• In-context Unlearning
• Simulates data labels

u Cannot handle challenge 1.

q Data-partition based 
retraining paradigm
• Divide data into multi-

groups
• Train each sub-model
• Aggregate the output of 

sub-models

u Cannot handle challenge 2. 105



Privacy Unlearning

Adapter Partition and Aggregation (APA) framework 
• Partition data based on semantics. 
• Differing from the previous paradigm, this work only tunes lightweight adapters and leverages adapter 

weight aggregation during the inference phase. 106



Privacy Unlearning

• APA exhibits comparable recommendation performance to the Retraining method. 
• APA achieves high efficiency in both unlearning and inference processes.
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Safety

q Safety of LLMs
q The impressive understanding and generative 

capability of LLM are a double-edged sword.

q LLMs face the threat of red teaming attacks that 
can induce LLMs to generate harmful content, 
such as fraudulent or racist material, causing 
negative social impacts and endangering users.

Boyi Deng et al. "Attack Prompt Generation for Red Teaming and Defending Large Language Models" EMNLP 2023 Findings.

An example of attack prompt

Response from gpt-3.5 turbo
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qAutomatic attack prompt construction :
1. Initialize a prompt set with manually constructed high-quality attack prompts.
2. Generate new prompts using an attack LLM through in-context learning.
3. Add the generated high-quality prompts into the attack prompt set.

Boyi Deng et al. "Attack Prompt Generation for Red Teaming and Defending Large Language Models" EMNLP 2023 Findings.

Attack 

LLM
Prompt 

Set
New Prompts

1. Initialize a 
prompt set

Evaluation
3. Add high-quality prompts

2. Generate new prompts
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q Safety of LLM4Rec
q How to red team LLM4Rec?

q How to increase the safety of LLM4Rec?
q Possible solutions:

q Fine-tuning
q Keyword filtering
q Self-evaluation
q etc.

LLM4RecPrompt recommended list
Poison
prompts

Illegal items

Items not suitable for children

Misinformation items 

etc.

110
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Explainability

• LLMs could directly generate explanations for their recommendations:

[1] Gao Yunfan, et al. "Chat-rec: Towards interactive and explainable llms-augmented recommender".
[2]  Junling Liu, et al. "Is ChatGPT a Good Recommender? A Preliminary Study".

Ask for 

explanation
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Lifelong Behavior Modeling
Lifelong sequential behavior modeling in recommendation

• As time passes, the length of historical interaction sequences grows significantly, easily 

exceeding 1000. 
• A longer history signifies richer personalization information, and modeling this can lead to heightened 

prediction accuracy.

Qi Pi et al. Practice on Long Sequential User Behavior Modeling for Click-Through Rate Prediction. In KDD 2019.

An example in the 

advertising system 

in Alibaba.

User behavior Model performance
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Lifelong Behavior Modeling

• Extending user behavior sequences does not necessarily enhance recommendation performance of 

LLMs, even if the  input length is far below the length limit of LLMs (e.g., Vicuna-13B has an upper limit of 

2048 tokens).

Challenge: LLM cannot effectively model long user behavior sequence

Li J, et al. ReLLa: Retrieval-enhanced Large Language Models for Lifelong Sequential Behavior Comprehension in Recommendation. CIKM’ GenRec, 2023.
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Lifelong Behavior Modeling

Rella: Retrieve most (semantically) similar items from the history to compose the input of LLMs.

① Obtain the semantic representation of items via LLM

② For a target item, retrieve the top-K semantically 

similar items from the history, forming a new sample 

③ Leverage the original sample and new sample to fine 

tune LLM for recommendation

step 1

step 2

step 3
115
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Empowering LLM Rec with Modality Alignment

描述文案写在此处 微软雅黑 18号

描述文案写在此处 微软雅黑 18号LLM Rec vs Traditional CF Model：

• Excellent at  cold-start scenarios

• Poor at warm-start scenarios

Traditional CF Model

Rely on collab. Info. --- co-occurrence 
similarities in interactions

(Good for Warm)

User/Item：ID

A user… movies titled ‘xxx’ … 
the movie titled ‘xxx’?

LLM Recommendation

Relying on text semantics 
(Good for Cold)

User/Item:
Text

Lack of modeling 
collab. Info.

Textually similar item 
may have distinct 

collab. info. 

LLM Rec is not good at modeling collaborative information as traditional models
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Empowering LLM Rec with Modality Alignment

描述文案写在此处 微软雅黑 18号

描述文案写在此处 微软雅黑 18号

CoLLM：Integrating Collaborative Embedding into LLM Rec – Align with Rec Modality

• Prompt construction: add <UserID> and <TargetID> for placing the Collab. Information.
• Hybrid Encoding:  

• text: tokenization & LLM emb Lookup;  
• user/item ID: CIE --- extract CF information, then map it to the token embedding space

• LLM prediction: add a LoRA module for recommendation task learning

Train：
• Freeze original LLM

Freeze CF model (Optional)
• Two Training steps：

1) Train LoRA (Text)
Learn to recommend
Keep cold perfomance

2) Train CIE (Text+ID)
Model collaborative information,
and make it usable for LLM
Improve warm capacity

117
Zhang et al. CoLLM: Integrating Collaborative Embeddings into Large Language Models for Recommendation. ArXiv 2023.



Empowering LLM Rec with Modality Alignment

• CoLLM brings performance improvements over traditional collaboration models and current LLM-
based models in most cases. 

• CoLLM can significantly improve the warm performance of LLM Rec (TALLRec), while ensuring cold 
scene performance. 

Overall Performance
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Align to Understand Recommendation Modality 

Straightforward idea: use LLMs to recover items encoded in the hidden representation of traditional sequential 
recommenders.

The sequential recommender and LLM are 
both frozen, tuning a linear projection layer.

Learning objective:

Inference phase:
• Only provide the input prompt containing 

the hidden representation <SeqH>.

Yang et al. Large Language Model Can Interpret Latent Space of Sequential Recommender.

Basic research question: can we align recommenders with LLM?
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Align to Understand Recommendation Modality 

The blue text indicates the 
correctly recovered  items

MovieLens， SASRec， Max_SeqLength=10

Steam， DreamRec， Max_SeqLength=10

Yang et al. Large Language Model Can Interpret Latent Space of Sequential Recommender.
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Evaluation & Benchmark

122

q From discriminative to generative  -> Hard to evaluate!

q Evaluating discriminative recommendation  (Easy to evaluate)

q All ranking: HR@K, NDCG@K, Recall@K, Precision@K

q CTR: Logloss, AUC, NDCG



Evaluation & Benchmark
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q Generative Recommendation is hard to evaluate

q Not exist in a collection of real items, or even in the real world

q Some of them are meaningful, while others are not



Evaluation & Benchmark
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q Generative Recommendation is hard to evaluate

q Different representation have the same meaning



Evaluation & Benchmark
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Xiaolei Wang et al. Rethinking the Evaluation for Conversational Recommendation in the Era of Large Language Models. arxiv 2023

p Rethinking the Evaluation for Conversational Recommendation in the Era of Large 
Language Models

User studies
expensive & time-consuming

LLM-based user simulator
Supporting free-form interaction in CRSs

Existing evaluation protocol
• Lack explicit user preference and proactive clarification
• Overemphasize the matching with ground-truth items 

annotated by humans 
• Neglect the interactive nature of CRSs
• Cannot reflect the real capacities of LLMs
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Progresses of LLM4Rec

127

• LLMs for Recommendation
• ICL

o ICL to output recommendations
o ICL-based data argumentation

• Tuning
o Discriminative task 
o Generative task

• Chatting
o LLM for conversational recommendation

• Agent
o Agent as user simulator 
o Agent as recommender



Challenges and open problems

128

• Efficiency
o Inference/Training Cost

• Retraining & online training

• Trustworthy
o Fairness
o Robustness & OOD
o Privacy
o Safety
o Explainability

• Modeling specificity in recommendation data
o Life-long behavior
o Collaborative information

• Evaluation & Benchmark



130
Wenjie Wang et al. Generative Recommendation: Towards Next-generation Recommender Paradigm. arxiv 2023

q Generative AI for recommendation
• Revolution of user-system interface and combination of user interactions/feedbacks
• Personalized content generation, including item repurposing and creation.

• Application: News, fashion products, micro-videos, virtual products in games, etc.
• Generative retrieval and ranking.
• Perform trust evaluation

Human 
uploader

User 

instructions
1

• Retrieval3

AIGC2

AI 
Checker

4

AIGC2
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q Generative AI for recommendation
• Personalized content generation, including item repurposing and creation.

• Application: News, fashion products, micro-videos, virtual products in games, etc.

Instructor:
• Pre-process user instructions and 

feedback to guide the content 
generation of the AI generator.

AI Editor:
• Refine or repurpose existing items 

according to personalized user 
instructions and feedback.

• External facts and knowledge might 
be used for content generation. 

Applicable to many domains, including images, micro-videos, movies, news, 
books, and even products (for manufacture). 

AI Creator:
• Generate new items based on 

personalized user instructions 
and feedback.

AI Checker:
• Generation quality checks.
• Trustworthiness checks. 

Wenjie Wang et al. Generative Recommendation: Towards Next-generation Recommender Paradigm. arxiv 2023
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q Generative AI for Fashion Outfit Generation and Recommendation
Fashion outfit recommendation systems
Retrieval-based models: constrained by the exsiting fashion products

• Hard to meet users' diverse personalized fashion needs.
Generative models: broader search space

• Generate more personalized and entirely new outfits considering both user preferences and compatibility.
• Practical Implementation: retrieve or customize

132
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THANKS
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Slides can be found at our tutorial website:
https://generative-rec.github.io/tutorial/
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Ø <@iData> We are hiring: engineer and research scientist
Ø 合肥总部 + 北京分部，http://idata.ah.cn/  hr@idata.ah.cn

Ø 以数据重构网络空间为核心理念，聚焦大数据、人工智能和网络空间安全，汇聚全
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